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KESAN SAIZ TERHADAP MODEL KESAN TETAP DAN RAWAK DALAM 
ANALISIS-META 

ABSTRAK 

Dalam beberapa dekad yang lalu, analisis-meta telah berkembang dengan 

pesat dalam pelbagai bidang pengajian untuk meningkatkan kualiti penyelidikan 

yang sebelumnya menerusi tinjauan kuantitatif. Tinjauan kuantitatif mengukur saiz 

kesan daripada kajian-kajian secara menyeluruh. Oleh itu, objektif disertasi ini ialah 

menentukan kaedah penghitungan saiz kesan bagi keadaan yang berbeza dalam 

analisis meta. Terdapat dua penemuan kunci bagi kajian ini adalah seperti berikut: 

Pertamanya, kaedah vote-counting akan digunakan sekiranya penganggaran saiz 

kesan tidak didapati. Seterusnya, kaedah kesan tetap dan kesan rawak akan 

digunakan untuk menganggarkan saiz kesan gabungan sekiranya saiz kesan dapat 

dihitung. Sebanyak 55 ujikaji rawak berkawal pada rawatan Tamoxifen diberi kepada 

pesakit-pesakit kanser payudara peringkat awal yang diamati berdasarkan kes-kes 

kambuh serta kes-kes kematian masing-masing. Kemudian, data tersebut dianalisa 

dengan menggunakan perisian statistik terkini dan canggih, Comprehensive Meta-

Analysis (CMA) versi 2.0. CMA didapati bermanfaat dan berinteraktif dalam proses 

analisis meta. Pilihan dan penerbitan yang bersifat 'bias' harus dielakkan demi 

menghasilkan analisis meta yang lebih berkualiti. 
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ABSTRACT 

Over a few decades ago, meta-analysis has rapidly developed in various 

fields of studies to improve the quality of previous research by quantitative review. 

Quantitative review assesses an overall magnitude of the effect from multiple studies. 

Hence, the objective in this dissertation is to determine the methods of finding effect 

sizes for different conditions in meta-analysis. Two key findings of this study are as 

follows: Firstly, vote-counting method will be applied if the effect size estimates are 

not available. Next, fixed effects and random effects methods will be used in 

combining the effect size estimates when effect size estimates can be calculated. 55 

Randomised Controlled Trials (RCTs) on Tamoxifen treatment for early breast 

cancer patients are observed according to recurrences and mortality cases, 

respectively. The data is then analysed by using the latest statistical software, 

Comprehensive Meta-Analysis (CMA) version 2.0. CMA is found to be beneficial 

and interactive in the process of meta-analysis. The selection bias as well as the 

publication bias should be avoided in order to produce better quality meta-analysis. 
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CHAPTER 1 
INTRODUCTION 

1.1 Introduction To Meta-Analysis 

Gene V. Glass is the first person to develop the term "meta-analysis" and to 

demonstrate its use in 1976. Meta-analysis is the integration of data from a large 

number of research studies through statistical analysis, thus providing conclusions in 

the simpler forms of relationship to the large collection of studies. It can also be 

defined as the combination of findings from multiple studies and the deficiencies of 

information are re-analyzed to give a systematic and plausible conclusion. Meta-

analysis can be classified into two different types of systematic review: (1) 

qualitative review, and (2) quantitative review. 

Meta-analytic process provides the gathered information from past research 

findings. Through this, it enables us to discover what are the requirements and even 

the drawbacks as a guideline for future research. As long as there is a preliminary 

study, numerous questions can be resolved with the existence of meta-analysis 

procedures. The study of the relationship can be carried out by using meta-analysis 

despite the primary studies which did not go through the process. In addition, meta-

analysis is able to rectify inaccurate results such as the misrepresented effects of 

sampling error, inconsistent findings and other measurement inaccuracies. Meta-

analytic study is very useful because of its power in the relationship between 

variables, the correlation between independent variables (variety of treatments) and 

the efficiency of the interventions (therapy, counselling). 
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Meta-analysis is known to be an exclusive element due to the effect size 

which enables the degree of findings to be calculated. The three most regularly 

applied measures of effect sizes include standardized mean differences, the product-

moment correlation r, (Rosenthal, 1991) and the odds ratio (Fleiss, 1994; Haddock et 

al.,1998). The purpose of meta-analysis is to comprehend the variation of effect size 

whenever it diverges greatly from study to study. We then use the one-way analysis 

of variance (ANOVA) to investigate categorical moderators. 

Moderator variable is said to be an interaction either in the form of a 

qualitative or quantitative variable that changes the direction of the correlation 

between the independent and dependent variables (Holmbeck, 1997). A moderator 

can intensify or even weaken treatment effect. If the moderator variable is excluded 

from the studies, it will be dangerous for those who are undergoing improper 

treatment and even will reduce the power of statistical testing (Kraemer et al, 2001). 

Meta-analysis is a way to identifying, synthesizing and accumulating the 

findings of particular studies, has been widely performed in randomized controlled 

trials (RCT) which plays an important role in an intervention. Employee training 

programs, leadership development programs, performance management systems, and 

organizational development interventions used meta-analysis and found it to be a 

useful and effective approach. 

Systematic reviews may not necessarily include a statistical synthesis called 

meta-analysis. They take into account the same studies within combination results 

which are thereby considered a meaningful finding. To be specific, meta-analysis is 

an optional element (subset) of a systematic review, which uses a specific statistical 

method to combine the individual studies' findings (see Figure 1.1). 
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the effectiveness of each study's treatment respectively. More than three hundred 

meta-analysis had been reviewed by Lipsey & Wilson (1993) involving the research 

areas in mental health interventions, counselling and psychoeducational interventions, 

health related psychological and educational treatment, work or organizational 

interventions, and educational interventions. 

1.2.1 Impact on Theory Development 

The development of theory relies on the observations in behaviour and social 

sciences. In the 1970s, behavioural scientists were seeking for quantitative 

summaries based on the techniques in meta-analysis in their research literature. 

Having a good understanding of the empirical relationship among variables is the 

key to build up theories. The purpose of the studies would not succeed without a 

strong relationship among variables. Only those with highly correlated variable can 

proceed to the further interactive or moderator-based theories. From the theory itself, 

it indicates an explanation prior to the meta-analytic findings. Guzzo, Jackson, and 

Katzell (1986) criticized this because the theory depends on the strong relationship 

variable and it is not developed directly from meta-analysis. 

Science seeks for explanation all the time, and explanation renders the causal. 

If the data of behavior and social sciences match with one of the methods, either path 

analysis (Hunter & Gerbing, 1982) or structural equation modelling (SEM) then the 

method can be utilized to examine causal theories. 

1.2.2 Impact on Psychology 

The ability of meta-analysis is to establish a deduction once the new knowledge is 

learnt through different studies based on quantitative review. On top of that, meta-
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analysis can even come out with new discovery which could hardly be explained 

from any individual study. 

The major review journal in psychology is Psychological Bulletin. Fixed-

effect methods are the most common model used in Psychological Bulletin. In fact, 

random effects model could be more appropriate to be used since it assumes all 

studies are from different populations while fixed effects model assumes that all 

studies from a single population. So, fixed effects model is always the first choice 

because it is easier and its findings are much better compared to traditional narrative 

review, but the accuracy of the findings would be doubtful. 

1.2.3 Impact on Medical Field 

According to Hunt (1997), if we make a comparison between behavioural & 

social sciences and medical research, medical research uses more meta-analysis. This 

phenomena is noticeably seen in the leading medical journals namely New England 

Journal of Medicine as well as the Journal of the American Medical Association 

(approximately 962 to 1411 meta-analyses are recorded in medical literature by 1995; 

Moher & Olkin, 1995). For medical research, the researchers will not know exactly 

whether the applicants are receiving the treatments or the placebo in a random 

allocation. This method is the most frequent mode in medical research, so-called the 

Randomized Controlled Trial (RCT). Unfortunately, the test that is usually being 

implemented is based on a small sample size, and so the population effect sizes are 

always small as well. Despite the same treatment is applied for different RCTs, yet it 

yields a contradictory outcome in each study. 

Thomas Chalmers is the pioneer who suggested the application of meta-

analysis in medical research. After doing a survey on meta-analysis and statistical 
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research on different diseases, Chalmers et al. (1977) who first used the drug based 

on different treatments, diseases and various areas of medical practice came to the 

conclusion that a great number of lives would have been saved as long as the 

application of meta-analysis is applied and contained chronologically in previous 

medical research literature. Moreover, the Cochrane Collaboration is another method 

for Chalmers to be put into practice. It is necessary to update the newest findings in 

RCT as the development in medical research findings has saved numerous lives. 

1.2.4 Impact on other disciplines 

Meta-analysis is equally essential for marketing, sociology, finance and even 

wildlife management research study. Political science is starting to make use of 

meta-analysis (Pinello, 1999) whereas meta-analysis in economics is now receiving 

increasing attention, too (Stanley, 2001). In social sciences, a strategy is being 

developed similar to the method accomplished in the medical field, the Campbell 

Collaboration (Boruch, 2005). 

1.3 Types of Meta-analysis 

In qualitative literature review, a researcher combines a set of studies and 

makes a narrative review. The researcher interprets the findings of the studies in 

words, rather than mathematical description. Nevertheless, the conclusions of 

narrative review have always been inconsistent from one literature to the other. By 

the mid-1990s, quantitative literature review which focuses on effect sizes is used in 

meta-analysis to avoid the problems of qualitative reviews. The authors review 

articles by choosing an effect size from the previous research finding. After that 
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Next, we specify the independent and dependent variables of interest (effects of 

radiotherapy treatment on cancer patients). Once we have identified the objective of 

the study, we code every data accordingly and analyze the data set to evaluate the 

magnitude of the effect sizes. Finally, we interpret the results based on the output of 

data analysis. 

Meta-analysis is based on the concept of effect size as defined by Glass 

(1976). In short, effect size (ES) is the difference between the mean of the 

experimental group and the mean of the control group divided by the standard 

deviation of the control group. Meta-analysis combines the effects throughout the 

studies in order to increase the precision of the overall mean effect. If the difference 

between the null and alternative means (ES) is greater, the more precise the test is. 

Those appropriate measures that are applicable in calculating ES are (a) central 

tendency, (b) pre-post contrast, (c) group contrast, and (d) association between 

variables. 

1.5 Introduction to fixed effect versus random effect models 

The major task of many meta-analyses is to forecast how far the effect size 

varies from each other through the values of moderating variables. The two most 

ordinary categories of theoretical models in meta-analysis are fixed effect and 

random effect models depending on the magnitude of heterogeneity in the studies. 

For the fixed effects methods, we say the population is homogeneous. In this case, 

the estimated effect sizes are fixed. On the other hand, random effects methods with 

the heterogeneous population vary within studies and between studies. 

The fixed-effect models estimate a common population parameter generated 

by every effect size from the individual studies. This can be interpreted as a constant 
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effect size will occur throughout the studies, except for the differences from 

observations due to sampling error. 

The meta-analysts are allowed to place the confidence interval around the 

estimated population mean effect size both in fixed-effect and random-effect 

analyses. The confidence interval for the random effect model will be wider than the 

ones for the fixed effect model, given a set of effect sizes (Lipsey & Wilson, 2001). 

The fixed-effect analysis is selected despite the random effect case is more suitable 

to be used as its computation is not so complicated. Decision making on either select 

fixed-effects models or random-effects models is the main concern when drawing a 

conclusion from the findings (National Research Council, 1992). Lately, there is a 

suggestion that the assumptions made by random-effects models are more rational, in 

general, than those made by fixed-effects models (Hunter & Schmidt, 2000). 

The random-effect model assumes that there is variation in population effect 

size rather than it is a constant. It assumes a random sampling from a multiple 

population. In fact the random sampling is assumed from a single population for a 

fixed-effect model. As a result, some of the parameter estimates will vary from the 

others. 

1.6 Objective 

To determine methods of finding effect sizes in meta-analysis. 

1.7 Format of dissertation 

This thesis is divided into five chapters. Chapter 1 is gives the introduction on 

meta-analysis, a brief discussion about the contemporary development of meta-

analysis in different research of studies, objective as well as the format of the 
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dissertation. Chapter 2 focuses on the literature review that is related to meta-analysis. 

It commences with an introduction to meta-analysis. The origin of meta-analysis 

since 1904 until the current development of meta-analysis in various fields of studies 

will be included. Moreover, a brief discussion on effect size estimates, and meta-

analysis methods for different research of studies are reviewed. 

Chapter 3 presents the methodology. The methods of finding effect size 

estimate in different circumstances are introduced. A brief discussion on the 

measurement of clinical intervention is given. 

Chapter 4 includes a case study with a set of secondary data set from clinical 

trials. Comprehensive Meta-Analysis (CMA) 2.0 statistical software is used to 

analyze the data. This chapter will emphasize on the usage of CMA in conducting 

meta-analysis. The outcomes of the data will be evaluated and interpreted. 

Conclusion and further research relevant to the meta-analysis will be 

discussed in Chapter 5. The main contributions as well as the limitation of the 

findings are included. 
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CHAPTER 2 
LITERATURE REVIEW 

2.1 Introduction 

Meta-analysis has been developed for more than a century since 1904. The 

impact of meta-analysis is apparent in different fields of study. Through the research 

literature in the past, numerous methods of meta-analysis can be observed, and the 

strengths and weaknesses of the meta-analytic studies by the researchers from their 

findings will be discussed in this chapter. A number of meta-analysis methods and 

the related studies are included in this chapter. The application of meta-analysis in 

the past and the current development will be discussed in detail in the following parts. 

2.2 Genesis of meta-analysis 

Karl Pearson performed the first meta-analysis in 1904 in a study on the 

effectiveness of vaccines on typhoid fever. He realised that certain errors exist 

which did not allow him to produce a reliable conclusion due to the small sample 

sizes in the corresponding studies. One of the earliest fields that used meta-analysis 

was agriculture. The British statistician Ronald Fisher developed a method similar to 

Pearson's approach which uses a product of p-values to obtain an overall p-value on 

agriculture experimentation. According to Loughin (2004), an industrial statistician, 

Tippett (1931) modified Fisher's method by using a minimum p-value to obtain the 

overall p-value, and William Cochran (1937) discussed the methods and problems in 

combining results after getting the inspiration from agricultural experiments. 
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In 1940, psychologists analyzed the research results collected for 60-year 

long by quantitative synthesis approach. Similar studies using the quantitative 

synthesis methods started to expand and were applied by other American social 

scientists and statisticians. The only difference is the research results were separated 

this time. One of them, Gene Glass (1976), created and referred the term 'meta­

analysis' as 'the statistical analysis of a large collection of analysis results from 

individual studies for the purpose of integrating the findings'. In 1976, Glass and 

Smith's article entitled "Primary, Secondary, and Meta-analysis of Research" is 

believed to be the main source for modern meta-analysis. The article discussed the 

advantages of psychotherapy in 1977 which compared 375 psychotherapy studies. 

In the 1980s, several medical questions about treatment of heart disease and 

cancer had been answered by meta-analyses. For instance, the falling rate of 

mortality after a myocardial infarction for the long-term beta blockade patients from 

the coronary care unit (Yusuf et ah, 1985), and also a decreasmg rate in mortality for 

women above 50 with early breast cancer according to the research of Early Breast 

Cancer Trialists' Collaborative Group (1988). According to Peter Elwood (2006), 

Archie Cochrane and their colleagues first conducted a randomized trial in 1971 to 

investigate if aspirin reduced recurrences of heart attack. Archie Cochrane or known 

as the father of systematic reviews and meta-analysis had his book published in 1972. 

It was the main idea and the major contribution for the Cochrane Collaboration 

regarding healthcare interventions. Subsequently, DerSimonian and Laird (1986) 

proceeded to the latter approach and promoted to medical researchers concerning 

simple approximate formulas for Cochran's formal random effects model. Meta-

analyses were well-known by the 1990s, a statement saying that 'it is obvious that 
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the new scientific discipline of meta-analysis is here to stay' (Chalmers and Lau, 

1993). 

Meta-analysis seems to be a usual practice in medical and psychological 

research by providing answers to clinical questions and thus is deemed as "a tool to 

save lives". Rosenthal (1961) was one of the first behavioural scientists who 

collected the outcomes accordingly from various studies. The process of the 

combination mostly used by Rosenthal or others is the ideas upon the previous 

literature back in the beginning of the 20th century (Olkin, 1990). For example, by 

using antibiotics before colon surgery for 26 clinical trials, effects combined 

indicated antibiotic reduced infection and reduced death rates from 11.2% to 4.5% 

(Baum et at, 1981). Through this approach, medical researchers would be able to 

conclude which treatment to be used as an effective way to the patients. Finally, 

meta-analysis is used to test the effects of watching violent TV versus antisocial 

behaviour from more than 200 studies. It proved antisocial behaviour is due to 

violence in TV program (Paik & Comstock, 1994). 

Since the early 1980s, meta-analysis had been used in economics which 

began in environmental economics and further used in labor economics, industrial 

organization, and marketing except in 'macroeconomics' which is limited for its 

application in meta-analysis. Meanwhile, several lengthy explanations regarding the 

concepts, techniques, and statistical theory of different versions of meta-analysis had 

been published (Hedges & Olkin, 1985; Wolf, 1986). 

In the 1980s, these meta-analytic studies continued to grow and became well-

known techniques in behavioural, social sciences, and medical research. During the 

same period, the variance in effect sizes plays an important role in meta-analysis 

(Hunter & Schmidt, 1990). Different approaches dealing with variability results. A 
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number of researchers decided to apply fixed-effects models in meta-analysis (e.g., 

Hunter, Schmidt, & Jackson, 1982; Rosenthal, 1991). If the effect sizes from 

different studies are randomly sampled from a population of effect sizes, then the 

random-effects models are to be selected (DerSimonian & Laird, 1986). 

Despite meta-analysis had been applied substantially during twentieth century, 

however, there are certain drawbacks as well as dilemmas in clinical treatments for 

the cumulative research (Hunt, 1997). By the early 1990s, as the terminology was 

becoming more puzzling, Chalmers and Altaian (1995) recommended that the term 

'meta-analysis' should be focused on the combination of statistical analyses. Meta-

analyses have terminologies which are similar to the usual terms in other statistical 

methods but with a few additional unique terms (see Table 2.1). 

2.3 Magnitude of Effect Measures 

The purpose of doing a research should be concentrating on the magnitude of 

effect rather than the previous measurement of "statistical significance" based on p-

value (Cohen, 1990). One of the main aims of a magnitude of effect is to determine 

the power of the independent variable(s) in controlling and estimating the dependent 

variable (Rosnow and Rosenthal, 1989). If the analysis has a comparatively small p-

value, it does not mean there is a strong relationship between independent and 

dependent variables of interest in a study (Snyder and Lawson, 1993). 

Effect size in meta-analysis is the significance value that is combined from 

different studies into a single analysis. By combining effect size estimates we can get 

an overall estimate of the average effect size (Choi et al, 2003). However, many 

researchers did not include effect size in the discussion section of their findings. It 

has caused the estimation to become inaccurate and even worse the investigators 
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